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Our visual environment abounds with curved features. Thus, the
goal of understanding visual processing should include the pro-
cessing of curved features. Using functional magnetic resonance
imaging in behaving monkeys, we demonstrated a network of
cortical areas selective for the processing of curved features. This
network includes three distinct hierarchically organized regions
within the ventral visual pathway: a posterior curvature-biased
patch (PCP) located in the near-foveal representation of dorsal
V4, a middle curvature-biased patch (MCP) located on the ventral
lip of the posterior superior temporal sulcus (STS) in area TEO, and
an anterior curvature-biased patch (ACP) located just below the
STS in anterior area TE. Our results further indicate that the
processing of curvature becomes increasingly complex from
PCP to ACP. The proximity of the curvature-processing network
to the well-known face-processing network suggests a possible
functional link between them.

curvature patches | face patches | curved Gabor filters

Decades of research have focused on understanding visual
feature processing, particularly along the ventral visual

pathway. Such studies have shown that neurons in lower-order
visual areas (e.g., V1) respond strongly to simple oriented con-
tours (1), whereas neurons in higher-order visual areas (e.g.,
inferior temporal cortex) respond selectively to more complex
image features and/or visual categories (2–4), in ways that are
not yet fully understood. To link these extremes in visual in-
formation processing, many studies have aimed to clarify the
optimal “trigger” features at intermediate levels of the visual
cortical hierarchy.
Among these features, stimulus curvature has not been well

studied. This is surprising because, strictly, all lines are curved
to some extent, except for the single exception of a perfectly
straight line. This ubiquity of curved shapes also extends to 3D
surfaces (5). In nature, where much of our visual system pre-
sumably evolved, perfectly flat surfaces are rare. Even the flattest
of natural features (e.g., oceans, sandy beaches) are often curved
to some extent, due to wind, water motion, and even the cur-
vature of the earth. Thus, it is important to understand curvature
processing to fully unravel the steps in cortical visual processing.
Among the few studies to test single neuron responses to

curvature per se, Gallant et al. (6, 7) reported that a significant
percentage of neurons in macaque cortical area V4 is selective
for curved stimuli. Intriguingly, these authors also noted that
neurons preferring curved patterns were often anatomically
clustered together. Subsequently, Pasupathy and Connor (8–10)
demonstrated that neurons in the parafoveal representation of
dorsal V4 respond robustly to the curvature component of
complex shapes. To our knowledge, there have been no sys-
tematic studies of curvature at levels below V4 in macaques.
Intriguingly, some evidence suggests that the processing of

curvature may interact selectively with the processing of faces.
For instance, perceptual deficits in face recognition (proso-
pagnosia) are sometimes associated with deficits in curvature
discrimination (11). In addition, some neurons in face-selective
regions of the temporal lobe also respond to rounded nonface

objects (12, 13). A human functional magnetic resonance imag-
ing (fMRI) study (14) reported that a concentrically curved
grating produced a larger response in the fusiform face-selective
area (FFA) (15, 16), compared with an otherwise identical
linear grating.
Here, we tested for a cortical specialization of curvature

processing, using fMRI in fixating macaque monkeys. Given the
previous single-unit studies (6–10), we expected that curved
stimulus features would activate V4, either in specific patches or
distributed throughout the area. The present fMRI approach
also allowed us to test whether curvature processing is confined
to V4, or whether it extends into additional brain regions. If
specialized areas for curvature processing were identified, we
could then ask whether they might be topographically linked with
face-selective regions. Such an arrangement would shorten the
mean axonal length between curvature- and face-processing
regions, if these regions were functionally related.

Results
Using fMRI, we tested curvature selectivity in the cortex of three
male macaques. An exogenous contrast agent was injected i.v. to
enhance the signal-to-noise ratio and functional selectivity. Six
conditions were tested in a blocked design, including (i) round
and (ii) rectilinear objects, and arrays of (iii) spheres and (iv)
four-sided pyramids, plus images of (v) faces and (vi) objects.
Our results showed that (i) stimulus curvature is processed
selectively in discrete cortical patches, and (ii) some of these
curvature patches are topographically related to the face-
selective patches.

Significance

The brain processes visual stimuli along different feature dimen-
sions, including edge orientation, visual motion, and color. To
expedite visual processing, cells that process a common visual
dimension are often anatomically grouped in cortical columns,
patches, and/or areas. Here, we tested the hypothesis that (i)
image curvature is one of these fundamental visual dimensions
and, as such, (ii) curvature-selective cells are grouped together
in discrete cortical areas. Using neuroimaging techniques, we
confirmed this hypothesis and localized the curvature-pro-
cessing sites in extrastriate visual cortex. These sites lay along
a common cortical strip, spanning lower- to higher-level pro-
cessing stages. Furthermore, the curvature-processing sites are
adjacent to the well-known face-processing cortical areas,
suggesting a possible functional link between them.
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Experiment 1: Curvature Maps. We tested two different types of
curved and rectilinear stimuli: (i) natural objects, and (ii) com-
puter-generated shapes (Fig. 1 A and B). First, we found that
both types of curved stimuli (Fig. 1 A and B) produced signifi-
cantly greater activation in discrete cortical patches, compared
with the rectilinear shaped stimuli. These two types of curvature-
biased patches had an essentially equivalent localization in re-
sponse to both the real-world objects and the computer-generated
shapes (Fig. 2 A and B), thus supporting our interpretation that
stimulus curvature was the common feature linking these two
stimulus sets. Because of this similarity, data produced by those
two contrasts were combined to more generally define the cur-
vature-biased regions [i.e., (curved real-world objects plus com-
puter-generated spheres) vs. (rectilinear real-world objects plus
computer-generated pyramids); i.e., conditions i and iii vs. con-
ditions ii and iv].
Despite minor variation in the topography across hemispheres

and across animals, two robust, bilateral, curvature-biased
patches could be identified in all six hemispheres, in both the
individual maps (Fig. 3) and the group-averaged maps (Figs. 2 A
and B and 4A). The most posterior curvature patch (PCP) was
located in the near-foveal representation of dorsal V4 (17), on
the prelunate gyrus, dorsal to the anterior terminus of the in-
ferior occipital sulcus. A second patch, the middle curvature
patch (MCP), was centered on average 3.1 cm anterior-ventral to
PCP, near the ventral lip of the posterior superior temporal
sulcus (STS), and 2.1 cm dorsal to the posterior terminus of the
posterior middle temporal sulcus (PMTS), most likely within
architectonic area TEO. In addition, a small patch of weaker
curvature-biased activity [anterior curvature-biased patch (ACP)]
was found more anteriorly in four of the six hemispheres, located
near the anterior tip of the temporal lobe just below the STS in
architectonic area TE (Fig. 4A). This small patch of weaker ac-
tivity survived the group averaging for the left but not the right
hemisphere. No other cortical regions showed consistent curva-
ture-biased patches. However, at lower thresholds, additional
visual cortical regions showed a bias for curvature, relative to
that for the rectilinear stimuli (Fig. S1).

Topographic Relationship of Face- and Curvature-Processing Regions.
To study the relationship between these curvature-biased patches
and the well-known face-selective patches, we localized the
latter by contrasting activity produced by faces (condition v)
vs. (nonshape specific) objects (condition vi), in all three mon-
keys (Fig. 1C).
As expected from prior studies (12, 18–21), this contrast

revealed a strongly activated patch extending from the fundus of
STS onto the dorsal inferior temporal gyrus within area TEO, in

all six hemispheres. This main patch of face-selective activity has
been called the “posterior” (19, 20) or “middle” (12) face patch
in prior studies (Fig. 4B); here, we refer to it as the posterior face
patch (PFP). The contrast of faces vs. objects also localized
a weakly activated patch within anterior area TE, located dor-
sally on the inferior temporal gyrus just below the ventral lip of
the STS, which we (19–21) and others (12, 13, 18) refer to as the
anterior face patch (AFP) (Fig. 4B).
Our results showed that MCP was located dorsal-posterior to

PFP (Fig. 4A). In the group-averaged map, the center-to-center
distance between the activity peaks of MCP and PFP was 2.2 cm.
Both sets of group-averaged patches were elongated and col-
linear, and located immediately adjacent to each other at the
thresholds used here (uncorrected: P < 10−17 for MCP, and P <
10−6 for PFP; Bonferroni corrected: P < 10−12 for MCP, and P <
0.05 for PFP). By contrast, in the corresponding group-averaged
map of the left hemisphere, the center of ACP was very close to
the center of AFP (<4 mm).
Fig. 4C illustrates the location of the group-averaged curva-

ture patches relative to the borders of well-known neighboring
visual cortical areas. Those areal borders were based on standard
retinotopic and motion-selective localizing stimuli (Methods).
Based on the results, PCP was located ∼4 mm posterior to MT
on the cortical surface (lateral to MT in vivo), within the fovea
representation of V4d. MCP was located on the ventral lip of
STS, anterior and lateral to MT.

Curvature-Biased Patches: Quantitative Measures of Image Curvature.
To clarify the functional responses in the curvature-biased
patches, we defined regions of interest (ROIs) in all three
patches, in each of the three animals, using the functional
contrast of (curved real-world objects plus computer-generated
spheres) vs. (rectilinear real-world objects plus computer-
generated pyramids). The subsequent data analysis was based
on these ROIs.

Fig. 1. Examples of stimuli used in experiment 1. (A) Real-world round vs.
rectilinear shapes; (B) computer-generated 3D spheres vs. pyramid arrays; (C)
faces vs. objects.

Fig. 2. Convergent curvature-biased cortical regions revealed by the two
types of stimuli. The group averaged contrast map of (A) real-world round
(red-yellow) vs. rectilinear shapes and (B) computer-generated 3D sphere
(red-yellow) vs. pyramid arrays (n = 3). The locations of the curvature patches
are almost identical in A and B (for comparison, regions in yellow in B are
shown as black lines in A). The uncorrected statistical threshold is P < 10−17

(red) for A (Bonferroni corrected: P < 10−12), and P < 10−6 (red) for B (Bon-
ferroni corrected: P < 0.05). The capitalized letters label the curvature-
biased patches: ACP, anterior curvature patch; MCP, middle curvature patch;
PCP, posterior curvature patch. Major sulci are labeled in lowercase letters:
io, inferior occipital sulcus; lu, lunate sulcus; pmt, posterior middle temporal
sulcus; st, superior temporal sulcus.
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In PCP, the group-averaged responses correlated significantly
with the curved Gabor filter values (Methods) (Fig. 5A) (r = 0.79,
P < 0.05, one tail). By contrast, the fMRI activity did not cor-
relate significantly with values of the Gabor filters (for PCP, r =
0.62, P > 0.1, one tail; for MCP, r = 0.39, P > 0.1, one tail; for
ACP, r = 0.05, P > 0.1, one tail), in any of these patches. These
results support the interpretation that PCP is involved in pro-
cessing simple curvature. The results are also consistent with
previous reports of curvature processing by single V4d neurons
(6–10, 22, 23).
The correlation between fMRI amplitude and the curved

Gabor filter values was not significant in MCP (r = 0.58, P > 0.1,
one tail) (Fig. 5B) or ACP (r = 0.25, P > 0.1, one tail) (Fig. 5C).
However, further analysis showed that a weighted linear com-
bination of simple curvature (Methods) could significantly ac-
count for the fMRI responses in MCP (r = 0.82, P < 0.05,
permutation test) (Fig. 6A), but not in ACP (r = −0.21, P > 0.1,
permutation test) (Fig. 6B). Together, these results suggest that
(i) complex features derived from simple curvature may be
processed in MCP, and (ii) bottom-up input to MCP might arise
from PCP, at least in part.
Such a general increase in the complexity of stimulus selec-

tivity, from posterior to anterior along the ventral stream, is

consistent with many previous single-unit studies (e.g., refs. 10
and 24–27). To test this idea further in our fMRI data, we de-
fined a curvature selectivity index as the difference in fMRI
activity between the curved and rectilinear conditions, divided by
the sum of these conditions. Fig. 6C confirmed that this index
increased significantly from the posterior to anterior curvature
patches [F(1,2) = 56.15; P < 0.05].

Experiment 2: Testing for Retinotopy of Curvature Patches. Based on
its cortical location, PCP appeared to be located in dorsal V4. If
so, it should be activated selectively by stimuli in the contralat-
eral lower visual field. To test this, we performed an additional
experiment in which simple curvatures (Fig. S2) were presented
in each of the four visual field quadrants, at 5° eccentricity. The
curvature-biased ROIs for the three monkeys were defined in-
dependently from the results of experiment 1, by contrasting
(curved real-world objects plus computer-generated spheres) vs.
(rectilinear real-world objects plus computer-generated pyr-
amids). As shown in Fig. 7, the main curvature patches (PCP and
MCP) showed a significant activity bias for stimuli in the con-
tralateral visual field [for PCP; F(1,2) = 22.95, P < 0.05; for MCP,

Fig. 3. Curvature-biased patches in each of the three animals tested. The
maps were generated by contrasting responses to round (real-world and
sphere array) vs. rectilinear (real-world and pyramid array) stimuli. The un-
corrected statistical threshold is P < 10−9 (red) for M1, M2 (Bonferroni cor-
rected: P < 10−4), and P < 10−6 (red) for M3 (Bonferroni corrected: P < 0.05).
Two bilateral curvature-biased peaks of activity (curvature “patches”) were
identified across all six hemispheres. Based on the cortical topography, the
posterior curvature patches (PCPs) were located in the near-foveal repre-
sentation of dorsal V4, on the prelunate gyrus, dorsal to the anterior ter-
minus of the inferior occipital sulcus. The middle curvature patches (MCPs)
were located near the ventral lip of the posterior STS within architectonic
area TEO. The third curvature patches (ACPs) were small and low in ampli-
tude, observed in four of the six hemispheres, located near the anterior
tip of the temporal lobe just below the STS in architectonic area TE. For
abbreviations, see Fig. 2.

Fig. 4. Location of the curvature-biased patches and face-biased patches in
the group-averaged data (n = 3), along with the areal borders of neigh-
boring retinotopic and motion-selective areas. Two curvature patches (PCP,
MCP) were identified in both hemispheres (A). The anterior curvature patch
(ACP) was identified in the left hemisphere only. In the same group of ani-
mals, two face patches were evident in both hemispheres (B). Based on
previous studies, these were identified as the posterior face patch (PFP) and
the anterior face patch (AFP) (19–21). C illustrates the retinotopic and MT
borders superimposed on the curvature-biased map (A). The location of
these face patches (B) is shown in C, outlined in black dotted lines. The line
of asterisks indicates the representation of the fovea. The peaks of MCP is
located posterior to PFP, 2.2 cm apart (peak to peak), are indicated using
black circles. The degree of overlap between ACP and AFP is dependent on
the statistical threshold, but the peak locations are not; the peak of ACP is
0.37 cm away from the peak of AFP. The uncorrected statistical threshold in
the activity map is P < 10−17 for A (Bonferroni corrected: P < 10−12), and P <
10−6 for B (Bonferroni corrected: P < 0.05). Variations in the statistical
threshold do not change the peak location of the patches.
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F(1,2) = 1752.51, P < 0.01], consistent with the well-known
crossed representation of the visual field in cortex (28–30). In
PCP, the activity was also strongly biased for stimuli in the lower
visual field (t(2) = 4.97; P < 0.05), which supports the conclusion
that this patch is located in dorsal V4. However, in MCP, we
found no significant difference between activation evoked by
stimuli in the upper vs. lower visual field [F(1,2) = 0.01; P > 0.1].
ACP showed no bias for stimuli in the contralateral visual field
[F(1,2) = 1.41; P > 0.1] or for those in the upper or lower visual
field [F(1,2) = 0.39; P > 0.1]. These retinotopic fMRI results are
consistent with previous electrophysiological mapping studies
(31, 32) and suggest that MCP is located in TEO and ACP is
in TE.

Regions Biased for Rectilinear Stimuli. Given this evidence for
a cortical segregation of curvature processing, one might ask
whether a complementary segregation exists for the processing of
noncurved (straight) lines and/or flat surfaces, which would be
reflected in significantly greater activation by the rectilinear
stimuli used here. In one respect, this hypothesis was not con-
firmed: at the relatively stringent thresholds (P < 10−17, un-
corrected) shown in Figs. 2 and 4A, activity biases were present
only for the curved stimuli, and not for the rectilinear stimuli.
However, lower thresholds (P < 0.01, uncorrected) revealed a set
of patches that were activated more by the rectilinear than the
curved stimuli (Fig. 8). Importantly, the location of these recti-
linear-biased patches was consistent across both hemispheres in
the group-averaged map. One pair of patches was located im-
mediately adjacent to the foveal representation in areas V1 and
V2 (white asterisks in Fig. 8), likely reflecting a near-foveal in-
teraction of the fixation target with differences in the back-
ground stimuli. Two other rectilinear-biased patches were
located farther anteriorly, and bilaterally: (i) in/near V3A and
(ii) near the posterior middle temporal sulcus. These latter two
locations are in/near the locations of scene-responsive patches
of activity in macaques (ref. 33; see also ref. 34), which are
thought to be homologous to scene-selective sites in humans,
namely, (i) the transverse occipital area (TOS) and (ii) the
parahippocampal place area (PPA) (35), respectively. In hu-
man subjects, rectilinear objects and shapes also preferentially
activate these scene-selective areas (36–38). However, as
scene-selective areas were not localized in our monkeys, this
idea could not be directly tested.

Discussion
A Cortical Architecture for Curvature Processing. By comparing the
fMRI activity produced by curved vs. rectilinear shapes, we
found three patches of cortical activity that showed a significant
bias for curved (relative to rectilinear) stimuli. One of these
patches was located on the prelunate gyrus, and another was
located on the ventral bank of the posterior STS. A third patch,
much smaller and lower in amplitude than the others, was lo-
cated just below the ventral lip of the anterior STS, in four of the
six hemispheres tested, at a threshold of P < 10−6. To our
knowledge, this is the first neuroimaging evidence for a cortical
network of curvature processing in macaque visual cortex.
Throughout visual cortex, cortical columns and patches reflect

an important organization for the selective processing of visual
features. Familiar examples include the ocular dominance (39,
40) and orientation columns in V1 (41), orientation- and color-
segregated columnar stripes in V2 (42, 43), columns for direction
of motion in MT/V5 (44), and subregions for object-related
properties and face selectivity in the inferior temporal (IT)
cortex (12, 27, 45). Presumably, columns/patches arise because
such an architecture allows shorter axonal connections between
neurons that require a great deal of interaction—i.e., function-
ally similar neurons. Thus, the current evidence for curvature-
selective patches in V4 suggests that curvature processing
becomes explicit in that area, perhaps for the first time along the
visual cortical hierarchy. For one thing, the larger receptive field
diameter in V4 (relative to V1 or V2) furnishes a larger surface
area within which a given radius of curvature can be calculated.
Another possibility is that curvature-selective columns/patches

do exist within visual cortical areas before V4, but that this or-
ganization cannot be spatially resolved using fMRI. For instance,
it can be imagined that curvature-selective cells are systemati-
cally mapped within each orientation column in V1 or V2, but
that this organization is below the spatial resolution of the fMRI.
However, the monocrystalline iron oxide nanocolloid (MION)-
based imaging and relatively small voxels (1.5 mm3) used in the
present study would argue against this possibility. Both these
scanning factors improve on known limitations with conven-
tional blood oxygen level-dependent imaging in humans, al-
though perhaps not adequately to resolve a hypothetical
curvature organization in early visual areas. Given the dearth of
single-unit data on curvature tuning in V1, V2, and V3, one can
only speculate on possible precursors to V4 in curvature tuning.
The strong retinotopic bias for stimuli in the contralateral

lower visual field (Fig. 7) confirmed that PCP is located in dorsal

Fig. 5. Correlations of curved Gabor filter values and fMRI activity in the curvature-biased patches. The x axis represents the curved Gabor filter values, and
the y axis represents the fMRI activity. The correlation is significant in PCP (A), but not in MCP (B), or ACP (C). This suggests that PCP is involved in processing
simple curvatures. The error bars represent SEM.
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V4. Because that curvature patch was located in dorsal V4, one
might expect to find a counterpart curvature patch located in
ventral V4, i.e., selectively responsive to stimuli in the contra-
lateral upper visual field. However, our fMRI tests did not
confirm such a hypothetical curvature patch in ventral V4.
However, dorsal-ventral asymmetries have been reported in
V4d/V4v, based on both electrophysiology (17) and fMRI maps
(46, 47). Thus, it is possible that this dorsal-ventral asymmetry is
simply reflected in our fMRI results. Alternatively, the apparent
absence of a distinguishable curvature-biased patch in ventral V4
might be due to signal drop-off in this cortical region, which has
been reported in previous studies (48, 49).
Conventional tracer studies (e.g., ref. 50) have demonstrated

strong feedforward projections from V4 to TEO. To the extent
that MCP is located within TEO, one might expect that some
outputs of PCP project directly to MCP. In turn, this raises the
possibility that simple curvature information evident in PCP is
pooled and computed into more complex curvature coding
within MCP. Such pooling of information is consistent with the
increase in receptive field size from V4 (17, 51) to TEO (31, 52).

Our linear weighting analysis (Fig. 6A) further supports the idea
that MCP receives inputs from PCP, and combines those inputs
to generate a more complex curvature coding. However, if the
dominant inputs to MCP were from PCP, then MCP, like PCP,
would have a lower visual field bias, which was not observed in
our retinotopic data.
As shown in Fig. 4C, we also found that MCP is located ad-

jacent to MT in the cortical map. This raises the possibility that
curvature information is transmitted between MCP and MT,
perhaps to help interpret moving curved stimuli. Such curved
information could help distinguish motion direction compared
with analysis based on noncurved stimuli. For instance, curved
edges do not produce the direction ambiguity that is produced by
straight edges in the “barber shop illusion” (53).
ACP showed a negligible response to simple curved features

(Fig. 7C), but it also showed the largest curvature selectivity
index (Fig. 6C). Are those two pieces of evidence contradictory?
We think not. First, our analysis of curved Gabor filters suggests
that ACP processes neither simple curvature nor the linear
combination of simple curvatures; therefore, it was not surprising

Fig. 6. Correlation of the predicted response from the linear combination of curved Gabor filter values with fMRI activity in MCP and ACP, and the curvature
selectivity index in the curvature-biased patches. The curvature selectivity index (C ) is defined as the fMRI activity difference between the curved and
rectilinear conditions, divided by the sum of these conditions. The correlation is significant in MCP (A), but not in ACP (B), suggesting that MCP is
involved in processing complex features derived from simple curvatures. The curvature selectivity index (C ) increased significantly from PCP to ACP
[F(1,2) = 56.15; P < 0.05].

Fig. 7. Results of experiment 2. Responses in PCP (A) were significantly biased to stimuli presented in the contralateral lower visual field [t(2) = 4.97; P < 0.05].
MCP (B) had a significantly larger response to stimuli presented in the contralateral relative to the ipsilateral visual field [F(1,2) = 1,752.51; P < 0.01], but
showed no difference between the upper and lower visual fields. ACP (C) showed a very weak response to the simple curvatures used in these stimuli, without
a significant preference for any visual field quadrant.
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that ACP was significantly less activated by the simple curvatures
used in experiment 2. Second, the large curvature selectivity
index in ACP (compared with MCP) was produced by larger
decreased activity to rectilinear shapes compared with round
shapes in ACP (Fig. 5). This finding suggests that ACP may
process the subset of curved shapes having few or no rectilinear
components.

Relationship Between Curvature and Face Processing.One intriguing
aspect of the current results was the close topographical re-
lationship between the curvature patches and the well-known
face patches in the cortical maps. This close topographical re-
lationship suggests a functional link between these two process-
ing streams, because such adjacency minimizes axonal length
between cells that process highly related information.
Perhaps the largest and most strongly activated of both types

of patches were the MCP and the PFP. At thresholds from a
range that is common for fixed-effect MION imaging in monkeys
(P < 10−17 for MCP and P < 10−6 for PFP), these two patches
(curvature and face) were found to be elongated and collinear,
sharing a common boundary between them. At lower thresholds,
these curvature-defined and face-defined patches overlapped. In
these topographical respects, these face and curvature patches
appear to be related.
However, the presence of cortical adjacency alone does not

guarantee that such adjacent areas share strong connections, or
similar functional properties (as in a comparison of V4d and
MT). Moreover, the peaks of MCP and PFP were separated by
more than 2 cm, when measured across the cortical surface—
a significant distance in macaque visual cortex. A simple inter-
pretation is to assume an extended functional transition from
lower-level curvature sensitivity to more specific face selectivity,
along a single cortical strip, from V4d through TEO, respectively.
Near the anterior pole of the temporal lobe, in higher tier area

TE, we found an additional pairing of curvature and face patches
(namely, ACP and AFP). Here, both patches were quite small
and less strongly activated across animals, although both patches
were somewhat elongated and parallel to the ventral lip of the
anterior STS—the same axis of elongation as that described
above. The “anterior face patch” is well described previously (54,
55); the previously unidentified finding here is that a partially
overlapping patch was also activated in the test for curvature.
These data suggest that the topographically segregated mapping
of information (from curved- to face-selective) in more posterior
cortex (described above) converges to some extent in anterior
temporal cortex, at least in the fMRI maps.
As described above, we also found a strongly activated cur-

vature patch (PCP) at a quite early stage in the cortical hierar-
chy. This patch was located in V4d, based on the known location
of V4 on the prelunate gyrus, and confirmed by a lower visual

field bias found in our fMRI retinotopic mapping. However,
unlike the other curvature patches, we found no face patch in the
vicinity of the V4d curvature patch. Although a “posterior” face
patch has been reported by other groups (54), that face patch
was instead reported in/near the near-foveal representation of
ventral V2/V3, i.e., not near our PCP. Thus, overall, our data
suggest that curvature is first extracted (or first made explicit in
the fMRI) in PCP, and is progressively aligned and then merged
with face information at more anterior (i.e., higher tier) pro-
cessing stages.

Relationship to Previous Physiological Evidence. Our finding of
a curvature-biased patch in V4 (PCP; Figs. 2 and 3) is generally
consistent with previous electrophysiological findings (6–10, 22,
23). The nature of the curvature selectivity tested in previous
reports was simple enough so that, presumably, it could be evi-
dent in results from our curved Gabor filter analysis (Fig. 5). A
more recent single-unit study (22) directly confirmed that V4
neural responses can be well modeled by curved Gabor filters,
similar to what we used in our analysis here.
A different study (25) recorded neuronal responses to com-

plex shapes in TEO and/or posterior TE, where we found MCP
to be located. These stimuli were 2D line drawings composed
of straight lines and curved components. When presented in-
dependently, each of those components produced distinctive
neuronal activity. When the component shapes were presented
as a whole, the neuronal activity was accurately modeled by the
summation of activity evoked by each component. Although it
is difficult to generalize neural recording results to fMRI, that
single-unit result is consistent with the idea that MCP processes
more complex curvature features derived from the linear com-
bination of simple curvature features, processed in PCP.
Two additional studies (56, 57) showed that single-unit activity

recorded from anterior IT cortex includes information necessary
to distinguish curved vs. straight nonfamiliar irregular shapes, at
both the individual and population levels. It is possible that their
recording sites were located within/near ACP.

Previous fMRI Studies. In previous fMRI studies, including those
in awake monkeys, the anterior portion of IT cortex was reported
to show stronger activity in response to smoothly curved com-
puter-generated 3D shapes (“smoothies”), compared with more
angular shapes (“spikies”) (58, 59). Moreover, this curvature-
biased region partially overlapped the anterior temporal face
patch, as measured by an fMRI face localizer. Although those
data are not inconsistent with the current data in anterior tem-
poral cortex, several differences limit a direct comparison. First,
those studies (58, 59) did not specifically test the effects of
curved vs. rectilinear stimuli; instead the tested stimuli included
multiple shapes in addition to simple curvature and right angles.
Second, the previous studies did not find our strongest curvature
patches, namely, those located in V4d and posterior STS.
However, they found (as did we) overlap between an anterior
temporal curvature-biased region and the anterior temporal
face patch.
In human subjects, one study (14) reported higher responses in

V4 to concentric patterns, compared with parallel patterns. This
result suggests a bias for curved stimuli, consistent with the
current and previous results in macaque. However, the re-
lationship between “dorsal V4” in humans and monkeys is con-
troversial (60).
Using fMRI methods based on adaptation (61) or multivoxel

pattern analysis (62), two studies have reported that the occipital
face area (OFA) (63) (a more posterior region involved in face
processing in the human brain) encodes the external head out-
line (e.g., an oval shape) more than whole faces, compared
with the more anterior FFA. In such studies in human subjects,
this general trend is consistent with the idea that curvature is

Fig. 8. Preferential response to rectilinear stimuli. In the locations rendered
in blue-cyan, the group averaged map showed a larger response to recti-
linear stimuli than curved stimuli. The statistical threshold is P < 10−2.5

(Bonferroni corrected: P > 0.1). The asterisk indicates the foveal represen-
tation of the visual field at the V1/V2 border. Two additional rectilinear-
biased patches were located more anteriorly, one dorsally in/near V3A, and
the other ventrally near the posterior middle temporal sulcus (pmt).
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processed at posterior levels (e.g., OFA), and more holistic face
processing at higher, more anterior levels (e.g., FFA). A similar
functional trend is implied in our data with monkeys. However,
as noted above, more research is needed to draw definitive
parallels between corresponding areas in the two species.

Previous Psychophysical Studies. Psychophysical studies have
demonstrated the importance of curvature in shape recognition
(64, 65), suggesting that curvature may be encoded independent
of other shape dimensions, including symmetry and aspect ratio.
However, there is little neural evidence to support these psy-
chophysical findings. Here, we provide evidence for cortical
regions dedicated to curvature processing, which might ulti-
mately clarify how and where those psychophysical observations
(e.g., refs. 11 and 66–68) are instantiated in the brain.

Conclusion
Using awake monkey fMRI, we demonstrated a network of
cortical areas selective for the processing of curved features
along the ventral visual pathway. The network includes three
patches: a posterior curvature-biased patch located in the near-
foveal representation of dorsal V4 (PCP), a middle curvature-
biased patch located in the posterior STS within TEO (MCP),
and an anterior curvature-biased patch located in anterior TE
just ventral to the STS (ACP). These three patches are organized
hierarchically, with PCP processing simple curvature, MCP
processing moderately complex curved features, and ACP pro-
cessing shapes mainly composed of curved components. These
results set the stage for future studies, which can clarify how
those patches are anatomically linked, what the response prop-
erties of neurons within each of those patches are, and how this
segregation contributes to object recognition. The proximity of
the curvature-processing network to the well-known face-pro-
cessing network implies a functional interaction between them,
which should be clarified in further studies.

Methods
Subjects. Three male rhesus monkeys (5–8 kg) were used in experiments
1 and 2, based on scanning procedures described in previous publications
(45). All experimental procedures were approved by the National Institute of
Mental Health Animal Care and Use Committee.

Each monkey was implanted with a MRI-compatible plastic headset. After
recovery, the monkeys were adapted to sit inside a plastic restraining chair,
ultimately positioned within the scanner. Both in training and in the sub-
sequent experiments, eye position was monitored using an infrared pupil
tracking system (ISCAN) at 120 Hz. Monkeys were rewarded for maintaining
fixation on a small (0.35° diameter) central target that was superimposed on
all stimuli, to produce extended periods of central fixation.

Monkey Imaging. After fixation performance reached asymptote during
training, we began functional scanning. Only scanning sessions with ade-
quately high behavioral performance (>90% central fixation throughout the
duration of each run) were analyzed further.

Before each scanning session, an exogenous contrast agent (MION;
14mg/kg) was injected i.v. to enhance the signal-to-noise ratio and functional
selectivity (69, 70). For ease of comparison, the polarity of the MION-based
MR response was inverted for data analysis. The scan was conducted in
a vertical 4.7-T scanner (Bruker), using an eight-channel surface coil. The
echo planar imaging scan parameters were as follows: repetition time (TR),
2 s; echo time (TE), 14.29 ms; flip angle, 75°; 28 slices, in-plane matrix size,
64 × 34. Voxel size was 1.5 mm isotropic. In addition, seven anatomical scans
were collected and averaged from each monkey, using a customized single-
loop coil in a horizontal 4.7-T Bruker scanner (TR, 2.98 s; TE, 4.3 ms; flip
angle, 12.9°; 0.5 mm isotropic; National Institutes of Health version of
modified driven equilibrium fourier transform imaging). These anatomical
data were used to create the cortical surfaces for each monkey using
FreeSurfer (http://surfer.nmr.mgh.harvard.edu).

During the functional scanning, the monkeys sat inside a vertical MRI-
compatible chair. The stimuli were projected onto a screen within the bore,
via a LCD projector (Avotec; 1,024 × 768 pixels) using PsychToolbox (71, 72).
Monkeys viewed stimuli via a mirror in front of their eyes. Eye gaze

was monitored by an infrared pupil tracking system (ISCAN). Dynamic
measurements of eye position were fed into a QNX-based eye tracking
software program that controlled reward delivery based on the
monkey’s performance.

Experimental Design and Stimuli. Experiment 1 tested for the possible exis-
tence of a curvature-processing network. It included six conditions, four of
which compared round (i.e., circular or spherical) vs. rectilinear stimuli.
Rectilinear stimuli were chosen as a control for round stimuli because rec-
tilinear stimuli lack curved contours and surfaces, but (like circles and spheres)
they are also closed figures. The six conditions included (i) round and (ii)
rectilinear objects, and arrays of (iii) spheres and (iv) four-sided pyramids,
plus two conventional localizers: (v) faces and (vi) objects. The four-sided
pyramids are essentially cubes, viewed from an atypical viewpoint and
bisected by the common array plane. Complete image sets for conditions i, ii,
iii, and iv are included in Fig. S3.

Face stimuli (condition v) were individual monkey faces, photographed
from a colony independent from the one in which the tested monkeys were
housed. Images of the stimulus objects were downloaded from the internet,
including a wide range of common objects, both curved and rectilinear. All
of the localizer stimuli (objects and faces) were initially unfamiliar to the
monkey subjects. The original backgrounds of those faces and objects were
removed digitally using Photoshop to generate isolated faces and objects.
For each isolated face or object, retinal image size was equated based on
surface area. On average, stimuli extended 14 × 12° of visual angle. The root
mean square contrast of monkey faces and objects was also equated using
customized Matlab codes (Fig. 1C) (73).

We used a block design, in which blocks were presented in semirandom
order along with alternating baseline blocks of a uniform gray display. Eight
images were presented for 1 s each, twice per block, in semirandom order.
Each run lasted 3min and 28 s. Each animal was scanned in four to six sessions,
with 17–30 runs per session.

Experiment 2 examined the retinotopy of the regions within the curvature
network observed in experiment 1. Experiment 2 included four conditions,
corresponding to each of the four quadrants of the visual field. Our pilot
study showed that the curvature-biased regions responded most strongly
to acutely curved stimuli, compared with more obtuse (gradually) curved
stimuli. Therefore, in each quadrant, acutely curved stimuli (radius, 3°) were
presented with eight images of different orientations. These stimuli (Fig. S2)
were generated using the curved Gabor filters described below with the
largest curvature value allowed. The stimuli were centered 5° from the
center of fixation. As in experiment 1, a block design was used in experiment
2. Each run included all four conditions and lasted 9 min and 4 s. Each animal
was scanned in three sessions, with 16–25 runs per session.

fMRI Data Analysis. Each individual brain was inflated using FreeSurfer
software (http://surfer.nmr.mgh.harvard.edu). Statistical analysis of the
functional data was performed with the FreeSurfer Functional Analysis
Stream (FS-FAST) (74). All functional images were preprocessed with motion
correction, slice-timing correction, spatial smoothing (a 2-mm Gaussian
kernel), and normalized across sessions individually. Following those pre-
processing steps, the functional data were regressed with the general linear
model (GLM), such that each condition was modeled as a convolution of a
boxcar with a MION-based hemodynamic response function. To reduce the
influence of body movement on the data analysis, the three motion mea-
surements generated from the 3D motion correction were included in the
GLM fitting, in addition to the experimental conditions.

Average signal intensity maps were calculated for each condition, for each
subject. Voxel-by-voxel statistical tests were conducted by computing con-
trasts based on the β values derived from the GLM fitting described above.
To generate a group-averaged map, all functional data were transformed
into an individual monkey brain (in this case, M1) using a spherical trans-
formation (75). Then, the GLM fitting was conducted on the transformed
functional data.

The retinotopic borders were generated by extrapolating published data
into the inflated monkey brain used in our study (17, 45, 76, 77). The MT
borders were projected onto Fig. 4C from a single monkey’s data in which
MT was defined using a moving-vs.-stationary localizer.

Quantifying Image Curvature. Curved Gabor filters developed by Krüger and
colleagues (78) were used to quantify the curvature in each image. The
curved Gabor filters are a product of a rotated complex harmonic wave
function and a 2D bent and rotated Gaussian. It is formulated as follows:
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is the rotated complex harmonic wave function, Gb
⇀

is the 2D bent
and rotated Gaussian, and a vector b

⇀
includes three variables: frequency,

orientation, and level of curvature. The bank of curved Gabor filters is
composed of 120 individual curved Gabor filters, including three spatial
scales, eight orientations, and five levels of curvature.

A stimulus image was convoluted with the bank of curved Gabor filters,
which produced 120 (3 × 8 × 5) curved Gabor coefficients, each presented as
an image. Each curved Gabor coefficient image, including complex and real
components, represented the result from a curved Gabor filter with a unique
combination of a scale, an orientation, and a level of curvature. The mag-
nitudes of each curved Gabor coefficient image on each pixel were calcu-
lated as the square root of the sum of squared coefficients of complex and
real components. The magnitudes were averaged spatially to generate
a single curved Gabor filter value representing the amount of curvature
captured by that parameterized curved Gabor filter. One hundred twenty
curved Gabor filter values generated by repeating the above procedure for
each of the 120 curved Gabor coefficient images were averaged to produce
a curved Gabor filter value for the stimulus image.

For each condition, a curved Gabor filter value was produced by averaging
all eight curved Gabor filter values of the eight images in each condition. This
curved Gabor filter value represented the amount of curvature in that
condition across scales, orientations, and levels of curvature.

Linear Combination of Simple Curvature. Using the procedure described
above, the 120 curved Gabor filter values generated for each image were
collapsed across three scales and eight orientations, while keeping the cur-
vature dimension (five levels of curvature in the curved Gabor filters) intact.
This yielded five curved Gabor filter values, each representing one level of
curvature regardless of scale and orientation. Then, the five curved Gabor
filter values were grouped into three curved Gabor filter values, as follows.
The two curved Gabor filter values describing the smallest levels of curvature

were averaged to yield a curved Gabor filter value representing a low level of
curvature; the two filter values describing the largest levels of curvature were
averaged to yield a curved Gabor filter value representing a high level of
curvature. The curved Gabor filter value with the medium level of curvature
was kept intact. This processing step generated three curved Gabor filter
values for each image, enabling us to answer the question of whether
a weighted combination of degrees of curvature could explain some of the
brain activity.

Three curved Gabor filter values from each image were averaged across
images to generate three curved Gabor filter values for each condition. The
procedure was repeated for all six conditions, which generated 18 curvature
values, with three for each condition.

The fMRI responses from five out of the six conditions were regressed with
those curved Gabor filter values of the five conditions, which generated three
regression coefficients and one intercept. Then the three curved Gabor filter
values from the condition excluded from the regression were multiplied with
the three regression coefficients, and added together with the intercept to
generate a predicted response for the condition left out from the regression.
By repeating the steps using the leave-one-out method, we generated six
predicted responses.

The above steps were applied to the activity data for each animal in-
dividually. The mean predicted responses averaged across animals were
correlated with the group averaged fMRI responses. To evaluate the statis-
tical significance of the correlation, the same procedures were repeated
again for each animal, except that the 18 curved Gabor filter values were
randomly shuffled before generating the predicted response. Then, themean
predicted responses from the permutation test were correlated with the
averaged fMRI response. This permutation test was repeated 1,000 times to
determine the P value of the correlation.
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